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1. INTRODUCTION

Comparative effectiveness research (CER) is defined as “the conduct and synthesis of research comparing the benefits and harms of different interventions and strategies to prevent, diagnose, treat and monitor health conditions in ‘real-world’ settings.” The goal of CER is to improve patient outcomes by providing decision-makers, such as patients, providers, policy-makers, and payers, with information as to which interventions are most effective for specific types of patients. As the number of treatment options for many conditions has increased, decision-makers have begun seeking comparative information to support informed treatment choices. Comparative effectiveness information is often not available, however, either due to lack of funding, or because clinical research focuses on demonstrating efficacy. Efficacy measures how well interventions or services work under ideal circumstances, while effectiveness examines how well interventions or services work in real-world settings, where patients may have more complex conditions. The Institute of Medicine has estimated that less than half of all medical care in the United States is supported by adequate effectiveness evidence.

CER aims to close this evidence gap by producing information that decision-makers can use to make informed treatment and coverage decisions. CER therefore must be designed to meet the real-world needs of decision-makers. This practical focus of CER introduces unique requirements for the design and implementation of studies. For example, tradeoffs of validity, relevance, feasibility, and timeliness must be considered in the context of the specific decision-makers and decisions. These unique considerations lead to questions concerning which study designs and methods are appropriate for CER questions.

Understanding which approach to conducting a CER study is best to use under which circumstances is a question of significant debate. Generally, CER approaches fall into two broad categories: experimental study designs and methods, and nonexperimental study designs and methods. In experimental designs, patients are randomized (assigned by chance, not by a physician’s decision) to a particular therapy based on the study protocol. In nonexperimental designs, patients and physicians make real-world treatment decisions, and patterns of care and outcomes are observed. Some argue that experimental study designs are needed to answer most CER questions, because randomization eliminates concerns regarding channeling bias (ie, the tendency of clinicians to prescribe specific treatments based on a patient’s prognosis), and achieves balance with regard to measured and unmeasured confounders (ie, extraneous variables that may play a role in the outcomes of interest). Others believe that nonexperimental studies, incorporating ways to address channeling bias and other confounding in the design and/or analysis, represent important alternatives to randomized studies. In practice, each research approach has advantages and disadvantages, and the research approach for a CER question should be selected based upon the specific features or characteristics of the study question.

The purpose of this document is to provide brief descriptions of both experimental and nonexperimental study designs and methods that may be used to address CER study questions. Each design or analytic topic is described, along with the strengths and limitations associated with the approach. Examples are provided to demonstrate the use of the described methods in the literature. While this document does not prescribe methodologies for specific CER research questions, it is part of a larger effort to develop a systematic approach to determining which methods are best able to address given CER questions. In its current form, this document provides information needed for researchers and consumers of the literature to understand the relative strengths and limitations of various CER design and analytic approaches, and how their use may affect study results and interpretation.

This document is organized into four sections: experimental study designs; experimental methods; nonexperimental study designs; and nonexperimental methods. The organization of the document is depicted in Figure 1. A glossary of frequently used terms may be found at the end of the document.

---

Figure 1. Experimental and nonexperimental study types and methods
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2. EXPERIMENTAL STUDY DESIGNS

2.1 Pragmatic Clinical Trials (PCTs)

Introduction
Pragmatic clinical trials (PCTs) are randomized controlled trials (RCTs) that are designed to determine the risks, benefits, and costs of an intervention as they would occur in routine clinical practice. They are often contrasted with explanatory trials, which aim to determine whether a clinical intervention is effective under optimal circumstances (eg, in a carefully chosen, treatment-adherent patient population).

Pragmatic versus Explanatory Trials
In contrast to explanatory trials, PCTs generally include a broader range of patients (by reducing the number of inclusion/exclusion criteria), a broader range of study sites (by including community-based, non-academic sites), and outcomes that are aligned with the evidence needs of decision-makers (eg, patients, clinicians, payers, and policy-makers).

It is important to note that pragmatic and explanatory trials are not distinct concepts. Rather, trials may incorporate differing degrees of pragmatic and explanatory components. For example, a trial may have strict eligibility criteria, including only high-risk, compliant, and responsive patients (explanatory side of the spectrum), but have minimal to no monitoring of practitioner adherence to the study protocol and no formal follow-up visits (pragmatic side of the spectrum). The degree to which a trial is “pragmatic” versus “explanatory” depends upon an evaluation of all components of the trial.

Recommended Uses
While explanatory trials are best for determining efficacy, PCTs are well-suited for understanding effectiveness, or whether a clinical intervention works in the real world. It is possible to incorporate pragmatic features into efficacy trials in order to provide evidence that addresses the real-world use. Features that could be incorporated include enrolling patients who more closely reflect the range of real-world patients likely to receive the treatment post-approval, and incorporating a broader range of outcomes, with greater emphasis on functional status, quality of life, and longer-term impacts.

Potential Issues
There may be more heterogeneity (lack of uniformity) of treatment effect in PCTs compared to explanatory trials because of broadening of eligibility criteria and inclusion of more practitioners who have differing levels of expertise. This variation in the patient population and practice settings needs to be accounted for in the trial design and analysis. Also, many PCTs aim to include community health centers and clinics that have not traditionally participated in clinical research. Therefore, researchers conducting PCTs will likely have to spend a significant amount of time and resources training individuals at these facilities so that they are capable of participating in these trials.

Strength
- PCTs evaluate effects of treatment in real-world settings; a positive result in a PCT can inform practice because it provides evidence that the treatment/intervention is effective in usual practice.

Limitations
- A negative result in a PCT cannot provide information on whether the treatment/intervention is effective under optimal conditions.
- Investigators may need to invest more time and resources to conduct PCTs compared to explanatory trials.
- PCTs offer more design and analytic challenges than RCTs due to the potential heterogeneity of treatment effect.

Selected Examples
- National Emphysema Treatment Trial (NETT). This large RCT compared lung volume reduction surgery with standard care for patients with emphysema. The trial had minimal exclusion criteria, included 17 different clinical sites, and included outcomes measures that were relevant to patients, clinicians, and providers: mortality and maximum exercise capacity. Due to the variability in practitioner expertise and the variability in standard of care, a more pragmatic design was used.

- Prospective Multicenter Imaging Study for Evaluation of Chest Pain (PROMISE) Trial. This large RCT compares different noninvasive diagnostic tests for coronary artery disease. In particular, the trial examines whether for low-intermediate coronary artery risk patients with chest pain, an initial “anatomic” testing strategy (using computed tomographic angiography) is clinically superior to usual care or an initial “functional” stress testing strategy. This trial continues to enroll patients, with a target of reaching 10,000 patients from 150 different clinical sites. Trial endpoints include death, myocardial infarction, major peri-procedural complications, and hospitalization for unstable angina. The trial assesses quality of life, resource use and cost effectiveness, enabling assessment of the real-world impact. In order to ensure generalizability of results to a range of patients, a broad array of practice settings, practitioner specialties, and test types relevant to clinical decision-making are allowed in the study.
Bibliography

### 2.2 Crossover Designs

**Introduction**

A crossover design allows patients to act as their own controls, enabling comparisons between and within groups. Patients receive a sequence of treatments over successive periods of time, crossing over to an alternative therapy as part of the sequence. At the start of the study, every patient is assigned to a sequence (eg, AB vs. BA), with successive treatments typically separated by a washout period (a specified period of nonuse prior to initiation of therapy). Because all participants receive the same number of treatments, usually in different sequences, it is possible to determine how patient characteristics influence response to treatment. There are several types of crossover designs with different numbers of periods and sequences, and all these designs have their own sets of considerations.

**Considerations for Crossover Designs**

When choosing between parallel (traditional) design and crossover design, the following factors that determine the effectiveness of the crossover design should be considered:

*Carryover and period effects on treatment outcomes:* There is a possibility that the effect of a treatment in one period may carry over into the next period. These are known as “carryover effects.” Also, during the period of investigation, the disease may naturally progress, regress, or fluctuate in severity. These changes are known as “period effects.” Unless both carryover and period effects are known to be negligible, a crossover design loses its advantages. In order to ensure negligible carryover effects, there is a need to have sufficiently long washout periods between active treatment periods.

*Treatment sequencing and patient assignment:* The sequence in which treatments are administered should ideally be assigned randomly. This protects against conscious and unconscious bias by ensuring that there are no systematic differences between patients receiving A/B versus B/A.

*Crossover rules and timing of measurements:* Two types of crossover rules are most commonly used: one in which the treatment switch takes place after a specified length of time (time-dependent), and one in which the treatment switch is determined by the clinical characteristics of the patient (disease-state dependent). These crossover points should be concealed from both patients and observers in order to reduce the influence of carryover effects and period effects.

*Dropouts, faulty data, and other data problems:* Each patient serves as his or her own control; thus, the single patient contributes a large proportion of the total information. For this reason, high dropout rates are a major issue with this type of design. Additionally, dropout rates tend to be higher in crossover designs than in parallel ones, because patients must receive at least two treatments to provide a complete data point. The initial sample size should be sufficiently large to compensate for this effect.

*Statistical analysis and sample size:* The basic unit for statistical analysis is the patient, not an individual measurement. Analyses should be based on paired data (eg, from the same patient), and sample size calculations should consider within-patient variability in outcomes.

**Recommended Uses**

Crossover designs are most appropriate to study treatments for stable and chronic diseases. The designs are frequently used to compare new and developmental treatments. They are especially useful when only small differences exist between the new treatment and the standard one, and the effects are very similar. These designs should be used for studies in which the effects of treatments are brief and reversible.

**Potential Issues**

In order to be effective and valid, crossover designs must be employed only in situations where carryover effects are expected to be minimal or absent, dropout rates are expected to be low, and the disease process is stable. Inappropriate use of a crossover design can lead to biased effect estimates, and therefore to incorrect conclusions about the comparative effectiveness of therapies.

**Strengths**

- Crossover design removes between-patient variation.
- It requires fewer patients than a parallel study for an equal number of treatment comparisons, because each experimental unit (ie, patient) can be used several times. This is an economical use of resources.
- Patients can indicate preferences for one treatment versus another, because patients receive multiple treatments in a single crossover study.
Limitations

- There is no guarantee that washout periods will completely control for carryover effects.\(^3\)
- Long washout periods might unavoidably increase the duration of the experiment.\(^3\)
- Ethical concerns (how long can a patient be refused treatment during a washout period) and incomplete knowledge (what washout period length is sufficient) may sometimes lead to inadequate washout periods.\(^3\)
- Within each unit, or patient, responses to therapy are likely to be correlated (eg, a single patient's response to treatment A is correlated with that patient's response to treatment B; the responses are not independent). This causes complexities in both the design and the analysis.\(^3\)

Selected Examples

- Johansson, et al. *Cancer Treat Rev.* (1982).\(^4\) The authors conducted a double-blinded, two-period crossover trial to compare the therapeutic and adverse effects of two oral anti-emetics, nabilone versus the then-conventional prochlorperazine, in 27 adult cancer patients undergoing concurrent chemotherapy, and suffering from uncontrolled vomiting and nausea, despite use of traditional anti-emetics. The sequence of treatment periods (A/B or B/A) was assigned at random, and the crossover rule was based on the underlying pattern of chemotherapy: patients would receive the same dosage of the same chemotherapy drugs for two consecutive cycles before crossover. Similarly, since the investigational anti-emetics were administered in coordination with chemotherapy, the washout period corresponded to the break time between treatments in the chemotherapy regimen. The researchers identified a significant period effect (ie, fluctuations in disease severity or progression), with more severe vomiting scores recorded during the second treatment period. Nevertheless, the analysis clearly led to the conclusion that nabilone was significantly more effective than prochlorperazine at reducing chemotherapy-induced nausea in patients refractory to anti-emetic therapy. While the authors were not explicit regarding why a crossover design was chosen, the study demonstrates the efficiency of the crossover design—the authors were able to reach a statistically significant conclusion utilizing a small number of patients.

- Koke, et al. *Pain.* (2004).\(^5\) The authors conducted a single-blinded, randomized, crossover trial to compare hypoalgesic effects of three different methods of transcutaneous electrical nerve stimulation (TENS), varying in frequency and intensity, among 180 adult chronic pain patients not taking any other treatment for pain. TENS treatments were administered twice daily for two weeks and were separated by a two-week washout period. Outcomes were assessed at the beginning and end of each two-week period, with severity of pain measured using a validated visual analogue scale (VAS). The crossover design was chosen due to the heterogeneity (lack of uniformity) among the chronic pain population. Each patient served as his or her own control, reducing heterogeneity and increasing study power.

- Maggiore, et al. *Am J Kidney Dis.* (2002).\(^6\) While many reports note that the use of cool dialysate has a protective effect on blood pressure during hemodialysis treatments, formal clinical trials are lacking. To account for within-patient differences in hemodialysis outcomes, a randomized, open trial with a crossover design was used to compare the effect of two different procedures for thermal balance on the frequency of hemodialysis sessions complicated by symptomatic hypotension. The investigational procedure, isothermic dialysis, was compared against the control, thermoneutral dialysis, in 116 adults who had been on standard hemodialysis treatment for three months or longer with demonstrated risk of symptomatic hypotensive episodes. Patients were kept on standard hemodialysis for a run-in period of one week and then randomized to one of two treatment period sequences, A/B or B/A, each treatment period lasting four weeks. The authors assumed no carryover effect from one treatment period to the next.

Bibliography

2.3 N of 1 Randomized Controlled Trials (RCTs)

Introduction
N of 1 trials are individual randomized, double-blinded crossover trials that compare two or more treatment options for a single patient. In such a study, the patient undergoes multiple sequential treatment periods during which an active intervention is paired with a matched placebo or an alternative therapy. For each period, the order of administration of the active therapy or comparator is assigned randomly, such as by a coin toss, and ideally both the patient and clinician are blind to the assignment. Appropriate outcomes (those that are of interest to and readily reported by the patient) are often measured through the use of a diary or questionnaire.

Characteristics of N of 1 Trials
Several essential characteristics required for the conduct of N of 1 trials have been identified:

- The condition for which the intervention is being used is chronic and relatively stable.
- The half-life of the intervention is relatively short, or the modification is reversible.
- There is a rapid onset and offset of action for the intervention.
- The effects of the intervention can be measured using a validated outcome measure.
- The intervention does not alter the underlying cause of the condition.

Clinicians have been slow to adopt this method within their everyday clinical practice. This could be due to a number of reasons, including time constraints, costs of design and implementation, and a general lack of awareness of this type of research.

Data Analysis and Interpretation
The simplest method for interpreting the resulting data in N of 1 trials is to plot it on a chart and visually inspect it. While this method is subject to bias, it can be convincing in cases where the difference in effect between the active intervention and the comparator is pronounced. Simple statistical methods can also be used to interpret results.

It is also possible to combine the results from multiple N of 1 trials if the studies are investigating the same sets of interventions. Some studies have pooled data from multiple N of 1 trial analyses, and combined results using a variety of statistical modeling techniques. These types of analyses can allow researchers to apply the individually beneficial N of 1 trial results to population-based research, increasing their generalizability.

Recommended Uses
N of 1 trials are often used by clinicians when they are faced with therapeutic uncertainty for a particular patient. This approach offers an alternative for making individualized treatment decisions based on objective data, patient values, and patient-centered outcomes.

Potential Issues
Similar issues arise as those associated with crossover designs (see section 2.2). N of 1 trials should only be used where the disease state is considered stable and carryover effects are assumed to be absent or negligible. Inappropriate use of this design may compromise the accuracy of results. Further, an N of 1 trial becomes increasingly less feasible to conduct as the time required to observe treatment effects increases.

Strengths
- N of 1 trials allow physicians to individualize treatments in clinical practice.
- Physicians and patients engage in shared decision-making.
- Some evidence exists that patients participating in N of 1 trials have enhanced knowledge and awareness of their condition, which may lead to greater adherence to treatment and better disease management.
- N of 1 trials may enhance researcher understanding of the connection between population-based studies, individual characteristics, and their respective treatment responses.
- Costs of N of 1 trials are considerably less than for traditional RCTs.

Limitations
- N of 1 trials may be time-consuming and potentially expensive for an individual physician, particularly within the primary care setting where there may be a lack of administrative experience.
- The trial requires collaboration with experienced pharmacy colleagues for the preparation of the matching placebos of the trial.

Selected Examples
- Zucker, et al. *J Rheumatol.* (2006). The authors conducted a study in which the results of multiple N of 1 trials were combined in order to compare different fibromyalgia therapies, and to assess the feasibility and outcomes of this type of study design for practice-based
effectiveness research. The primary outcome across the multiple N of 1 trials was the score on the Fibromyalgia Impact Questionnaire (FIQ), a validated tool to assess quality of life in fibromyalgia patients. Eight rheumatologists enrolled 58 patients in individual randomized, double-blind, multi-crossover, N of 1 trials comparing a single drug and a combination therapy. A central pharmacy was used to prepare the random-order treatment kits. As noted above, the FIQ scores were pooled and compared to analogous outcomes from a traditional crossover fibromyalgia trial using a two-sided t-test.

- Louly, et al. Clin Ther. (2009). The authors investigated the effectiveness of Tramadol 50 mg compared with a placebo; a double-blind N of 1 RCT was conducted on a patient with rheumatoid arthritis and interstitial lung disease who developed a chronic dry cough. The drug and placebo were prepared as identical capsules by an external researcher who had no contact with the patient and no knowledge of the study results.

Bibliography
2.4 Cluster Randomized Controlled Trials (RCTs)

Introduction
Cluster RCTs are studies in which patients are grouped (clustered) on the basis of geography of practice (e.g., caregivers, hospitals, communities), and then randomized as a group to either the intervention or control arm. Community-based cluster RCTs are generally characterized by small numbers of clusters (e.g., hospitals) with a large number of patients in each cluster. They are viewed as a pragmatic methodology to measure the effectiveness of an intervention on a large scale.

Recommended Uses
Cluster RCTs have commonly been used to evaluate the delivery of healthcare services, the effects of educational interventions, or the effects of organizational changes. More recently, researchers have suggested that cluster RCTs can be used to determine the comparative effectiveness of two or more therapies where there exists a natural variation in practice patterns. Longitudinal studies sometimes use cluster techniques to study the impact of interventions on the same group of patients over time.

One reason to use cluster RCTs is to avoid “contamination” between those patients receiving the intervention and those who are not. Such contamination may weaken the estimate of treatment effect. For example, individuals who are part of a study of behavioral intervention to reduce smoking or prevent coronary heart disease may share advice, and skew the effects of the intervention.

Cluster RCTs are also recommended when randomization at the level of the patient is not practical or desirable. For example, in a study in which the goal is to evaluate the impact of new clinical practice guidelines, the investigational “intervention” takes place at the level of the caregiver or hospital, not at the patient level. Nevertheless, patient outcomes can be affected by the implementation of new guidelines. In this case, randomization at the patient level is inappropriate for the research question. Instead, the new practice guidelines are implemented in entire hospitals or clinics, and each of these study sites is randomized as one group to the trial. This example provides an illustration of why cluster designs are often used for interventions that involve education of healthcare professionals.

Potential Issues
Design and analysis of cluster RCTs is far more complex than for individually randomized trials. Data points from patients within a cluster tend to be correlated, and this correlation must be accounted for in both study design and analysis. There are also differences in the randomization process between cluster RCTs and traditional RCTs. As individuals are consented after randomization in cluster RCTs, there is the potential for selection bias if those that subsequently consent are different than those that refuse to consent.

Strengths
- The cluster RCT evaluates the real-world effectiveness of an intervention as opposed to efficacy. It may be useful for comparative effectiveness research because the focus is on understanding the effects of an intervention in a pragmatic, real-world setting.
- It provides an alternative methodology for assessing the effectiveness of therapies in settings where randomization at the individual level is inappropriate or impossible.

Limitations
- The complex design of the cluster RCT requires adequate understanding, implementation, and proper reporting by researchers. In order to ensure accurate interpretation of cluster RCTs by readers, the Consolidated Standards of Reporting Trials (CONSORT) statement for reporting individually randomized trials was extended to include guidelines for reporting of cluster RCTs in 2004.
- The cluster RCT design requires a greater number of patients compared to individual RCT designs because of intracluster correlation. In order to obtain statistical power equivalent to that of individual randomization designs, nonstandard sample size approaches must be applied to avoid statistically underpowered studies (e.g., inflation using a calculated intracluster correlation coefficient).
- Autonomous patient decision-making can be jeopardized in cluster designs, as patients may not have access to treatments or procedures available only at other locations. Informed consent, then, represents an especially complex question in cluster RCTs. Cluster designs should not be used in circumstances where the same information could be reliably obtained through individual randomization.

Selected Examples
- Bass, et al. Can Med Assoc J (1986). To evaluate an intervention to enhance the effectiveness of hypertension screening and management in general practice, the authors randomized 34 physicians’ private practices to each of two intervention groups. The study objective was to determine the effectiveness of a new system of care in which a medical assistant oversees the screening and attends to the education, compliance, and follow-up of hypertensive patients, compared to a system in which patients are simply tested and prescribed the appropriate medication with no follow-up care or management. Seventeen physician practices, comprising 15,659 patients, were matched with a control group of 17 physician practices, with 16,465 patients. Given the nature of the intervention under study (a new system of care) randomization at the patient level was impractical and a cluster design was chosen.
World Health Organisation European Collaborative Group. *Lancet* (1986). The collaborative designed a trial to evaluate the effects of a multi-factorial prevention strategy for coronary heart disease (CHD). This study included 80 factories consisting of a sample population of 60,881 men. The unit of randomization was the factory. Outcomes measured included the reduction in total and fatal CHD, as well as non-fatal myocardial infarction and total deaths. A cluster RCT was chosen due to the educational component of the intervention; the design avoided contamination (eg, if randomization at the patient level had been done, patients participating in the trial might have shared educational materials with those not participating, and skewed the effects).

Zucker, et al. *Control Clin Trials.* (1995). The authors designed a large scale community health trial for the prevention of cardiovascular disease among children and adolescents; interventions were implemented on a school-wide basis, so that each student in a school was assigned the same intervention. The study question was whether a behavior-focused cardiovascular health-education program could produce positive results in elementary school children. The trial involved 96 elementary schools, 40 of which were part of the control arm, 28 of which had only a school-based intervention program, and 28 of which implemented both a school-based and family-based intervention. The cluster RCT design was chosen because of the educational nature of the intervention.

Platt, et al. *Med Care.* (2010). The authors reported from an ongoing cluster RCT comparing the effectiveness of three screening and preventive measures to reduce methicillin-resistant Staphylococcus aureus (MRSA) infection in intensive care units. The unit of randomization chosen in this trial was the hospital. This was the practical way to control for contamination of the trial across the treatment arms, as the screening and preventive measures were implemented hospital wide.

**Bibliography**

2.5 Delayed-start Designs

Introduction
Delayed-start designs, or randomized-start designs, allow studies to determine whether an intervention acts by reducing symptoms or by modifying disease, an important distinction for slowly progressing diseases such as Parkinson’s disease.1,2

Study Design
A delayed-start study is conducted in two phases. In Phase I, patients are randomized to receive either the active treatment or a control treatment. Phase I should be long enough in duration to allow the effects of the treatment on the disease symptoms to be fully captured. At the end of Phase I, any significant differences between the two groups (if present) reflect differences in symptomatic effects, disease modifying effects, or both. In Phase II, the patients in the control group are switched to receive a “delayed-start” of the active treatment, so that every patient in the study now receives the active treatment.1,2 Patients are then followed for a predetermined length of time. Any beneficial symptomatic effects should be equal in the two groups, and any remaining differences must be attributable to the disease-modifying effect of the treatment.

Figure 1 is the diagrammatic representation of a delayed-start study design.1 Patients are randomized to receive the allotted active or control treatment in Phase I, and followed from point 0 to T2. Data are collected from the time period T1 to T2 and are used to estimate the effect of the agent on symptoms, and for indications of possible disease-modifying effect. All patients receive the active treatment in Phase II (T2 to T4). Data collected from the time period T3 to T4 are used to estimate the disease-modifying effect of the agent. Data from the time periods 0 to T1 and T2 to T3 may reflect transitory responses and are usually not used in the analysis (UPDRS is the Unified Parkinson’s Disease Rating Scale; A represents active treatment, and P represents placebo).

Figure 1: Delayed-start Design*

Figure 1. From: D’Agostino RB. The delayed-start study design. N Engl J Med. 2009;361(13):1304-1306.

Recommended Uses
Delayed-start study designs are useful when there is a need for a clinical end-point that reliably measures disease progression and is not confounded by the study intervention’s effects on symptoms.2 The main advantage of delayed-start study design is that it helps separate the disease-modifying effects of an administered treatment from its short-term beneficial effects on symptoms. In short, this study design controls for confounding by the symptomatic effect of the study intervention.1,3

Delayed-start designs are also useful when there is a need for prolonged study duration.2 For example, the neuroprotective effects of a treatment cannot be expected to manifest rapidly in slowly progressive diseases like Parkinson’s or Alzheimer’s.2 This design can be used to study treatments for diseases that progress slowly, but are ultimately debilitating, like Alzheimer’s disease, Parkinson’s disease, rheumatoid arthritis, and chronic obstructive pulmonary disease (COPD).1

Delayed-start study designs have also been proposed as a useful strategy to evaluate staggered implementation of certain policy changes, such as outcomes associated with restrictions to treatment coverage.4
**Potential Issues**
Planning and designing a delayed-start design study requires a strong statistical background and knowledge of the disease mechanism. Careful determination must be made of the duration of Phase I, the duration of the "data-not-used-zones" (reflected in Figure 1 as the transition time periods of 0 to T1, and T2 to T3), the number of repeated measurements to be taken during phases, the appropriate analytic method, and the appropriate statistical tests.\(^1,2\)

Missing data can also be a significant issue. Participants in the control group are more likely to drop out of the study due to lack of treatment effect, leading to a differential dropout rate between the treatment group and the control group. The protocol should specify appropriate statistical methods that can control for this issue. Covariate analysis and propensity scores (see section 5.4) can also be used to check for an imbalance between treatment and control groups. In all cases sensitivity analysis (see section 5.6) should be performed.

**Strengths**
- Delayed-start study design separates the disease-modifying effects of administered treatment from short term beneficial effects on symptoms.\(^1,3\)
- The study design also addresses ethical concerns raised with respect to RCTs. More patients receive the active intervention as compared to those in a traditional trial.\(^4\) All participants eventually receive the potentially beneficial medical intervention, while a control group is maintained in the initial phase.\(^4\)

**Limitations**
- Delayed-start design requires sufficient understanding of the study design and clinical progression of the disease to define adequate Phase I and Phase II durations, and statistical methodology to address analytical considerations.
- Only the first half of the study is considered double-blind; the second half is open-label, a limitation that may introduce bias through unblinding.\(^5\)
- The delayed-start design study may encounter enrollment issues; it needs to recruit patients who are willing to be off the symptomatic therapy for the first half of the study if they are randomized to the control arm. In the case of Parkinson's disease, the majority of patients require symptomatic treatment at the time of diagnosis, and thus they are not suitable for participation in delayed-start studies.
- Only patients with mild, early, and more slowly progressive disease may be eligible for this type of study; study findings may not be generalizable to patients with more advanced stages of disease.\(^2,5\)
- The studies are susceptible to high dropout rates and patient discontinuation in the Phase I placebo group, because these patients do not experience any treatment effects. Differential baseline characteristics between patients in Phase II and discontinued patients may introduce confounding, and compromise results.

**Selected Examples**
- Parkinson Study Group. *Arch Neurol*. (2004).\(^6\) The TVP-1012 in Early Monotherapy for Parkinson's Disease Outpatients (TEMPO) Study compared effectiveness of early versus later initiation of rasagiline on the progression of disability in patients with Parkinson's disease. A double-blind, parallel-group, randomized, delayed-start clinical trial was implemented in which 404 individuals with early Parkinson's disease, not requiring dopaminergic therapy, were enrolled at 32 sites in the United States and Canada. Participants were randomized to receive 1 mg or 2 mg per day of rasagiline for one year or placebo for six months, followed by 2 mg per day of rasagiline for six months.

- Hauser, et al. *Movement Disorders*. (2009).\(^7\) TEMPO Open-Label Extension Study: The study compared the long-term clinical outcome of early versus delayed rasagiline treatment in early Parkinson's disease. The study was a long-term extension of the TVP-1012 study described above. Patients were randomly assigned to initial treatment with rasagiline (early-start group) or placebo for six months, followed by rasagiline (delayed-start group), in the TVP-1012 in Early Monotherapy for Parkinson's Disease Outpatients (TEMPO) Study. The Tempo Open-Label Extension Study described the results of the long-term open-label extension of the TEMPO study, in which patients were treated with rasagiline for up to 6.5 years.

- Olanow, et al. [Several publications]. (2008-2011).\(^8,10\) Attenuation of Disease Progression with Azilect Given Once-Daily (ADAGIO) Study: The study examined the potential disease-modifying effects of rasagiline in Parkinson's Disease. This was a double-blind trial, where a total of 1,176 patients with untreated Parkinson's disease were randomly assigned to receive rasagiline (at a dose of either 1 mg or 2 mg per day) for 72 weeks (the early-start group); or a placebo for 36 weeks, followed by rasagiline (at a dose of either 1 mg or 2 mg per day) for 36 weeks (the delayed-start group). To determine a positive result with either dose, the early-start treatment group had to meet each of the three hierarchical end points of the primary analysis, based on the UPDRS: superiority of early-start treatment to placebo in the rate of change in the UPDRS score between weeks 12 and 36, superiority to delayed-start treatment in the change in the UPDRS score between the baseline and week 72, and non-inferiority to delayed-start treatment in the rate of change in the score between weeks 48 and 72.
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3. EXPERIMENTAL METHODS

3.1 Adaptive Designs and Bayesian Methods

Introduction
An adaptive design “uses accumulating data to decide how to modify aspects of the trial as it continues, without undermining the validity and integrity of the study.” The ways in which the trial or statistical procedures may be modified is typically defined prospectively, but can also occur during the trial. Adaptive designs include pre-specified interim points or phases in the protocol where investigators can reevaluate hypotheses or planned statistical procedures. At every planned phase, data analysis is performed and the updated information is utilized to make certain adaptations.

Categories of Adaptation
Adaptations are classified into three major categories:

Prospective adaptations: These design adaptations are pre-specified in the protocol before the trial begins. Some examples include adaptive randomization; stopping a trial early due to safety, futility, or efficacy at interim analysis; or dropping inferior treatment groups.

Concurrent adaptations: These are changes that are incorporated as the trial continues. Concurrent adaptations are not specified a priori, but are incorporated when the need arises, such as modifying inclusion/exclusion criteria, evaluability criteria (defining what it means to be “treated”), dose regimen, or treatment duration; or changing hypothesis or study end points.

Retrospective adaptations: These adaptations are typically made to the statistical analysis plan. They can occur after data collection, but prior to unblinding of treatment modalities.

The US Food and Drug Administration guidance document on Adaptive Trial Design recommends that all adaptations should be specified during the trial design phase, before the trial is implemented, so that the Type I error rate (the probability of rejecting the null hypothesis when it is true) can be appropriately calculated. A priori planning addresses the concern that the use of adaptive designs may alter the trial until it no longer addresses the question under consideration. Nevertheless, when ad hoc adaptations occur in practice, they proceed through amendments to the protocol.

Bayesian Methods in Adaptive Design
While adaptive studies can use either non-Bayesian or Bayesian analytic techniques, Bayesian statistics are especially suited to adaptive studies. Adaptive designs utilizing Bayesian approaches take into consideration all the available information for the scientific question under consideration. As opposed to traditional approaches, the Bayesian approach uses both the evidence that accumulates over time (eg, interim clinical trial data) and prior information (eg, literature or previous relevant studies). Prior information is combined with the current data to obtain a “posterior distribution” (a term for the probability of an event that is conditional on the prior information and current data) which is analyzed and used to draw conclusions.

Recommended Uses
This method can be particularly useful because it can incorporate newly available, high-quality evidence into the study design, allowing for reduction in the sample size, time, and cost needed to acquire the information most relevant to decision-makers.

Since the design allows for adjustments as one learns new information during the trial, it can be useful in studying rare diseases or pediatrics, where there is limited knowledge in the field. For example, when the efficacy of various treatment groups is unknown, adaptive designs (eg, drop-the-loser design) can use interim results to inform as to when to “drop” an inferior treatment arm, as predetermined in the protocol. Patients can then be randomized to the remaining “superior” groups.

The most commonly acceptable adaptive designs include response adaptive randomization in Phase II product trials, blinded sample size re-estimation, and early stoppage of the trial for safety, efficacy, or futility.

Potential Issues
One should avoid building multiple adaptations into a single trial, as this may increase the complexity of the trial and introduce difficulty in interpreting the results. When designing such a trial, premature release of interim results to the general public should be avoided, as this will endanger the integrity of the trial.

Further, Bayesian methods, if employed, are complicated and require substantial effort with respect to both design and conduct of trial, and clear explanation to avoid misinterpretation of results.
Strengths

- Adaptive study design allows flexibility to redesign clinical trials at interim stages,\(^\text{11}\) to decrease the patient exposure to harm, and to reduce trial duration and costs.\(^\text{14}\)
- Investigators are enabled to identify and rectify inappropriate assumptions about certain planning parameters, such as the treatment-effect size, that were not well understood at the design stage of the trial.\(^\text{15}\)

Limitations

- Adaptations may introduce bias and make analysis and interpretation challenging.\(^\text{4}\) Design may also introduce bias if blinding is compromised during interim analyses.\(^\text{11}\) To avoid introducing bias, investigators should take precaution by keeping treatment allocation blinded, or by having independent third parties conduct the analyses.\(^\text{15}\)
- Multiple interim examinations of the data during the trial increase the probability of Type I error, a false positive, which reduces the power of statistical comparisons.\(^\text{11}\) Methods to control the Type I error rate should be pre-specified and controlled.\(^\text{15}\)
- Statistical measures to assess confidence in the study results (eg, p-values and the corresponding confidence intervals) for treatment effects may not be reliable because of the inability to preserve the Type I error rate.\(^\text{4}\)
- The logistics of adaptive trials are more complicated than those of standard trials.\(^\text{16}\)

Selected Example

- Nelson, J Natl Cancer Inst. (2010).\(^\text{17}\) In an adaptive Phase II trial of interventions for advanced non-small cell lung cancer (NSCLC), researchers tested differential responses to anti-tumor agents in relation to a series of tumor biomarker subtypes. In the first phase of the study, the researchers took fresh core needle biopsy samples of tumors and analyzed them for four biomarker subtypes. They then randomly assigned 40% of the study population (N=255) to four different treatment groups, each one receiving a drug having a mechanism of action known to be related to one of the biomarkers. (For example, one of the biomarkers was an epidermal growth factor receptor [EGFR] genetic marker called \textit{KRAS}/\textit{BRAF}; while one of the therapies used in the study was erlotinib, an EGFR inhibitor.) In the second phase, which was the adaptive segment of the trial, the patients’ response to treatment was correlated with their tumor biomarker status. This information was used for decision-making on treatment assignments for the remaining 60% of the patient population. These treatment decisions were implemented in the third phase of the study. Overall, using the biomarker-guided treatment allocation determined by the adaptive phase of the study, 46% of the patients had achieved stable disease after eight weeks. Only 30% of advanced NSCLC patients receiving traditional chemotherapy achieved stable disease after eight weeks.
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4. NONEXPERIMENTAL STUDY DESIGNS

4.1 Cohort and Case-Control Studies

Introduction
Nonexperimental studies are studies in which patients are not randomized to a treatment or intervention; patients and physicians make real world treatment decisions, and patterns of care and outcomes are observed. A nonexperimental study design may be used for many types of studies, such as descriptive, effectiveness, comparative effectiveness, or safety studies.

Types of Nonexperimental Studies
Cohort and case-control are two types of nonexperimental study designs that can be used for comparative effectiveness research.

Cohort Studies
Cohort studies follow a group of patients with a common condition(s) or exposure(s) over time. Cohort studies may include only patients with the condition or exposure of interest, or they may include a comparison group of patients who do not have the condition or exposure of interest. In a typical comparative effectiveness cohort study, patients who are exposed to the interventions of interest and who meet inclusion and exclusion criteria are enrolled in the study. Patients are followed for a period of time, and data on outcomes of interest are collected. For example, a comparative effectiveness cohort study may enroll patients who are using two types of cholesterol-lowering medications and follow them for a period of one year to assess reduction in cholesterol and other outcomes of interest, such as acute myocardial infarction (AMI).

Case-Control Studies
Case-control studies enroll patients who have experienced a particular outcome of interest (“cases”), and patients who have not experienced the outcome of interest but who are representative of the same population as the cases (“controls”). For each case enrolled in the study, one or more controls are identified and enrolled as well. For example, a case-control study may examine the relationship between oral contraceptive use and AMI. Women of child-bearing age with AMI are enrolled as cases, and women of child-bearing age without AMI are enrolled as controls. The association between oral contraceptive use and AMI can then be examined. For comparative effectiveness research, case-control designs can be used to compare the frequency of outcomes, particularly rare outcomes, among patients exposed to different therapies.

Recommended Uses
Nonexperimental studies are particularly useful in situations where randomization is not possible because of ethical or logistical issues. For example, randomization may be infeasible for ethical reasons in sensitive populations (eg, pregnant women) and impractical for logistical reasons in studies that require a large enrolled population or long-term follow-up data. Nonexperimental studies typically have broader inclusion criteria than randomized trials, and therefore may be able to enroll a more representative patient population (eg, patients with multiple co-morbidities, elderly patients). Nonexperimental studies can also provide information on patterns of use. Case-control studies are particularly useful for studying rare outcomes, where it would be difficult to enroll a sufficient sample size in a cohort study.

Data for a nonexperimental study may be collected prospectively or retrospectively. In studies with prospective data collection, exposures (eg, exposure to therapies of interest) are measured before the outcomes of interest occur. For example, in the cholesterol-lowering study described above, patients who are taking the medications of interest are enrolled in the study and followed going forward to see if they develop the outcome of interest (eg, AMI). In a study with retrospective data collection, data are abstracted from existing data sources (eg, administrative databases, medical records, etc). As a result, exposures are measured after the outcomes of interest occur. In the cholesterol-lowering study example, all patients taking the medications of interest in an existing data set would be identified. The data from these patients would then be analyzed to see if the outcome of interest was also present.

Potential Issues
The primary issue with nonexperimental study designs is the potential for confounding. Because patients are not randomized to treatment groups, it is possible that some patient characteristics are not evenly distributed between the two groups. Confounding occurs when these characteristics are linked to the outcome of interest. In these cases, the characteristics are referred to as confounding variables, and the study analysis must account for these variables. For example, a study comparing the effectiveness of two cholesterol-lowering medications would need to collect and account for dietary interventions. Confounding by indication is also possible in nonexperimental designs. In confounding by indication, a patient characteristic that is related to the outcome of interest influences treatment choice. For example, a study might compare two products for asthma—a newly released product and an existing product. Patients with more severe disease, who were not responding well to the existing product, might be preferentially prescribed the new product, creating uneven treatment groups. Additionally, in nonexperimental studies there is the potential for unmeasured confounding, when a factor that is unknown and unmeasured in the study is affecting the results. For example, in the cholesterol-lowering medications study, an outcome of interest might be AMI. Diabetes is a risk factor for AMI and is associated with the use of cholesterol-lowering medications. If the study does not collect information on diabetes as a risk factor, the study results could be biased. Multiple analytical techniques may be used to address the potential for confounding (see section 5).
Prospective nonexperimental studies can define and collect the specific data elements of interest for the study questions; however, prospective studies require time for data collection and are more expensive than retrospective studies. Retrospective studies, on the other hand, can be completed relatively quickly and are typically cost-effective. However, retrospective studies are limited by the availability of the existing data. Data elements that were not captured in the data source are not available for analysis, and information on how data elements were defined may be lacking.

**Strengths**

- Cohort and case-control design can be used in situations where randomization is not ethical or feasible.
- Broad inclusion criteria and limited exclusion criteria can produce a study population that is more representative of the target population, with results that are therefore more generalizable.
- Retrospective studies may be completed relatively quickly and cost-effectively, compared to other types of studies.
- Case-control studies may be useful for examining rare outcomes.

**Limitations**

- Confounding is a major issue. Confounding may be addressed through analytical techniques, but unmeasured confounding is always a concern for cohort studies.
- Some data elements of interest may not be available in retrospective studies.

**Selected Examples**

- Kerlikowske, et al. *Ann Intern Med.* (2011). The authors conducted a prospective cohort study to examine the comparative effectiveness of digital versus film-screen mammography in community practices in the United States. The study enrolled 329,261 women ages 40 to 79 who underwent either digital or film-screen mammograms. The primary outcomes of interest were mammography sensitivity, specificity, cancer detection rates, and tumor outcomes. A cohort study was chosen in order to evaluate the comparative effectiveness across multiple outcomes, which cannot be done in case-control studies.

- Massarweh, et al. *Ann Surg Oncol.* (2011). The authors conducted a retrospective cohort study to examine the safety and effectiveness of radiofrequency ablation (RFA) for treatment of hepatocellular carcinoma. The study used data from the Surveillance, Epidemiology, and End Results (SEER) database linked to Medicare data, and compared patients who received RFA, resection, or no treatment. The outcomes of interest were mortality and readmission, potentially requiring a long period of follow-up outside of a retrospective study.

- WHO Collaborative Study. *Lancet.* (1997). A case-control study was conducted to assess the association between oral contraceptive use and AMI, a rare event. Women ages 20-44 years who were admitted to the hospital for a definite or possible AMI were enrolled as cases. Each case was matched with up to three controls, drawn from women who were hospitalized for reasons other than AMI. Participants were interviewed while in the hospital, and odds ratios were calculated to compare the risk of AMI in current users of oral contraceptives to the risk in non-users.
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5. NONEXPERIMENTAL METHODS

5.1 New-User Designs

Introduction
A new-user design is a type of nonexperimental study that identifies all patients in a defined population at treatment initiation. This type of design eliminates certain biases by excluding prevalent users, retaining only those patients with a minimum period of nonuse and/or no use prior to treatment.1

Study Design and Methods
New users: Given the difficulties in identifying new users, especially in pharmacoepidemiologic studies, patients can be identified as “new” users if they have a specified period of nonuse prior to initiation of therapy (a “washout period”). The chance of an initiator being a true new user can be increased by requiring longer washout periods before the start of follow-up.2-5

Comparison groups: Choosing a comparison group can be a complex and subjective issue, with the ideal comparison being with patients having identical distributions of measured and unmeasured risk factors for the study outcome. New-user designs can be implemented as a cohort study or as a nested case-control study (a case-control study performed within an existing cohort), with the comparison group ideally consisting of alternative treatment users or non-users.3

Alternative treatment users: Patients that use an alternative treatment that has the same medical indication.

Non-users: Patients that do not use an alternative treatment. They can be identified and assigned a random date for the start of follow-up.

Recommended Uses
A new-user design should be considered when the rate at which treatment-related outcomes occur varies with the time elapsed since start of treatment. Often, the period of early use of pharmacotherapy is associated with an elevated or reduced risk of the outcome, which means that bias can be introduced if prevalent users are included and the risk of outcome does in fact vary with time.1 Consider studies from the 1990s that reported an excess risk of venous thromboembolism in users of third-generation oral contraceptives as compared to users of earlier agents. Since the risk of venous thromboembolism was greater earlier in therapy, and the users of third generation oral contraceptives had started use more recently than the users of earlier therapies, the excess risk identified may have been attributable to the difference in duration of therapy between comparison groups.1,4 If users of earlier therapies had been observed from the time of treatment initiation, additional events might have been ascertained. New-user designs eliminate this type of under-ascertainment bias because analysis begins with the start of the current course of treatment for every patient.1

A new-user design should also be considered when disease risk factors may be altered by the intervention. If studies include prevalent users, it is a challenge to control for disease risk factors that may be altered by the intervention. In a new-user design, these disease risk factors can be measured prior to the start of treatment to eliminate their influence on treatment. This allows for the adjustment of confounders prior to treatment initiation and delineates a clear temporal sequence of assessment and confounder adjustment before treatment initiation.1,5

Potential Issues
The logistical difficulty of identifying the time that treatment began and collecting information on potential confounders prior to start of treatment is an important limitation of new-user designs.1 The use of large automated databases and record linkage allows for new users to be identified efficiently, and provides detailed information that can be used to define potential confounders and medication use.

By eliminating prevalent users in a study design, the sample size, and therefore the study power, is often reduced. If automated databases have longitudinal data that includes sufficient history on patients, the power of the study will not decrease, because the time of first use can be identified for each user. If sufficient history on patients is not available, investigators can assess the magnitude of potential biases related to including prevalent users. If no evidence of bias is found, then prevalent users may be included in the analysis.1,5

Strengths
- New-user study design eliminates under-ascertainment of early events by excluding prevalent users.
- The new-user design takes into account disease risk factors as confounders.

Limitations
- It may be difficult to determine the time of treatment initiation.
- New-user study design often leads to reduced sample size because of the exclusion of prevalent users.
Selected Examples

- Schneeweiss, et al. *Medical Care*. (2007). The authors conducted a study of statin users and mortality within one year in a dual eligible Medicare population. Because the average duration of use may underemphasize the effects related to initiation and overemphasize longer term use, one of the first study cohort restrictions was to include only incident, or new, statin users.

- Ray WA, et al. *Lancet*. (2002). This study used multisite retrospective data from the Tennessee Medicaid program, Canada, and the United Kingdom to look at the risk of myocardial infarction and fatal coronary heart disease in users of generally prescribed NSAIDs among patients with recent hospitalization for coronary heart disease. The cardiovascular safety of NSAIDs is highly controversial, and the risk of future cardiovascular events is associated with prior history, potentially confounding the results. A cohort of new NSAID users and an equal number of non-users were matched based on age, sex, and the date medication use began. The study endpoint was hospital admission for AMI, or death from coronary heart disease.

- Ray WA, et al. *Inj Prev*. (2002). The study used data from the Tennessee Medicaid program, retrospectively comparing the risk of hip fractures among users of statins with that among comparable users of other lipid-lowering agents. Selected new users of all lipid-lowering drugs and randomly selected non-user controls were at least 50 years of age, and did not have life threatening illness, nursing home residence, or diagnosis of dementia or osteoporosis. The main outcome measure was fracture of the proximal femur, excluding pathological fractures or those resulting from severe trauma. The study required that only new users of lipid-lowering agents be included, to ensure detection of all fractures that occurred following lipid-lowering agent use. If a prevalent cohort had been used, early events occurring after treatment initiation might have been missed.
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5.2 Restriction

Introduction
Restriction is a method employed to reduce bias by making comparison groups as similar as possible; the goal is to make the groups alike in terms of potential confounding factors and treatment effects. Patients are “restricted” to defined levels of measureable patient characteristics (eg, gender, age group, risk for disease, indication for treatment, etc). If a characteristic is used as a restriction variable, it cannot act as a confounder.1

Recommended Uses
In the real world, therapeutics are not used randomly, but rather for specific indications and in specific populations. A patient’s condition determines the initiation and choice of a specific treatment. When patient cohorts do not have similar indications, treatment can be correlated with disease severity and duration, leading to confounding by indication.2-3 Confounding by indication weakens the internal validity of study findings by artificially increasing, decreasing, or reversing the estimate of association.4 Restriction can be used to eliminate confounding by indication.

Consider an example comparing anti-hypertensive agents, β-blockers vs diuretics, on the outcome of myocardial infarction (MI). Since β-blockers are also indicated for treatment of angina, a risk factor for MI, the comparison is subject to bias because of confounding by indication. Restricting the analysis in this example to those patients with no clinical history of cardiovascular disease (CVD) will result in cohorts of patients whose prognosis is unaffected by the presence of clinical CVD.4

Restricting study cohorts to patients who are homogeneous in terms of their indication for the study drug will also improve the balance of patient predictors of the study outcome among exposure groups, thus reducing confounding. In addition, restricting study cohorts can increase the likelihood that all included patients will have a similar response to therapy, and therefore reduces the likelihood of effect modification.1-2

Potential Issues
Generalizability of study results can vary depending on the type of restriction applied to the analysis. For example, including only new users and nonusers in a cohort avoids under-representation of treatment effects that occur shortly after treatment initiation, and thus does not limit generalizability. However, when a study restricts high- or low-risk subgroups based upon disease severity or comorbidities, the generalizability of study results is compromised, because the patient population to which physicians can apply the results is limited.1

Investigators should also carefully consider variables used to restrict the study population, to assure that restriction does not inadvertently introduce bias.

Strengths
- Restriction addresses confounding by indication.
- The method can be used to achieve balance in patient characteristics.

Limitation
- Generalizability of results may be limited dependent upon the criteria for restriction of the population.

Selected Example

- Schneeweiss, et al. Medical Care. (2007).1 The authors conducted a study of statin users and mortality within one year, in a dual eligible Medicare population. The authors used increasing levels of restriction to reduce bias in the study including: (1) including only incident drug users (defined as having no statin use in 12 months prior to the index date); (2) choosing a comparison group most similar to the intervention group (by restricting the comparison group to incident users of another preventative therapy); (3) excluding patients with contraindications (by estimating a propensity score model, and trimming the first percentile of the propensity score distribution); (4) excluding patients with low adherence (defined as not filling a second and a third prescription within 180 days after initiation); and (5) assessing subgroups of risk found in trials (by restricting to those patients who would have been eligible to participate in the PROSPER trial). The initial adjusted risk rate for the population was 0.62 for statin use, but after applying the first four restrictions it was changed to 0.80. The level 5 restriction, which restricted patients to those who would have been eligible for the PROSPER trial, yielded an adjusted risk rate of 0.79. This allowed the authors to demonstrate the value of restriction for adjusting for confounding in nonexperimental studies; restricting on the first four levels yielded a comparable risk rate to the one observed in the clinical trial population.
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5.3 Subgroup Analysis

Introduction
Nonexperimental studies include a broad range of patients receiving treatment in routine clinical practice. Because patients within a study population may differ substantially from one another (i.e., the patient population is “heterogeneous”), patients may also vary in their response to treatment. Subgroup analysis is a common method used to evaluate whether treatment effects differ between defined subgroups of patients in a nonexperimental study.

Recommended Uses
Subgroup analysis should be performed in cases where it is suspected that treatment effects may differ across subsets of patients in a study.1

To determine whether treatment effects differ, a single statistical test (i.e., a test for “interaction”) is first conducted to determine if there is any statistically significant difference in treatment effects across levels of a patient characteristic (e.g., age groupings).2 If a statistically significant difference is found, further testing is required to identify which levels of response (e.g., which age groups) are experiencing different treatment effects.

Potential Issues
Many nonexperimental studies are designed to evaluate the difference in treatment effectiveness between two main treatment groups, and are not initially designed with subgroup analysis in mind. As a result, most studies have only sufficient statistical power to detect the main effect differences overall among all treatment groups in the study.1 Subgroup analyses may not be able to detect a statistically significant difference in one or more subgroups when, in fact, there actually is such a difference. If a subgroup effect does exist, it may go undetected because the study simply is not large enough.1-3

Given the large number of baseline variables, many subgroup analyses in nonexperimental studies arise from post hoc data exploration, as opposed to a predefined subgroup analysis plan.3 These analyses should be considered exploratory, and only in exceptional circumstances should the analyses affect the main conclusions drawn from the study.3

Strength
- Subgroup analysis assesses whether subgroups of patients may differentially benefit or experience harm due to a treatment, informing clinical decision-making.3

Limitation
- Multiple subgroup analyses are commonly performed. With multiple subgroup analyses (i.e., multiple interaction tests), the probably of observing a false positive (finding a significant interaction when one does not exist) is inflated. This could lead to an erroneous conclusion that treatment effect differs across subgroups when it does not.4

Selected Example
- Maraschini, et al. Interact Cardiovasc Thorac Surg. (2010).5 Previously reported data suggested both gender and age might play a role in 30-day in-hospital mortality, however many studies were insufficiently powered, or reported conflicting results. This nonexperimental study evaluated the effect of gender and age on 30-day in-hospital mortality following coronary surgery among 74,577 patients. The patients were stratified by gender and age to test for the effect modification of both variables. The study found that females and elder patients had a significant increased risk for a 30-day in-hospital mortality.5
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5.4 Propensity Score Methods

Introduction
Propensity scores are used to address confounding in nonexperimental studies. A propensity score is a summary variable that is computed by collapsing a number of measured variables (eg, age, sex, race, etc) into a single variable, the propensity score. The propensity score can be interpreted as the predicted probability of treatment (ie, the propensity for treatment), and is based on the values of the observed variables used to compute the score.

While the propensity score can be used to adjust for multiple measured confounders, it cannot be used to address unmeasured or unknown variables which may affect the outcome (eg, various levels of health literacy in poly-pharmacy patients).1-2

Recommended Uses
Overall, a propensity score is useful because of its ability to balance covariates between treatment groups (ie, make the treatment groups as similar as possible in terms of observed characteristics). Propensity-score methodology can be advantageous when there are a large number of variables that must be accounted for relative to the number of outcomes in a study.3 Once created, a propensity score can be used for matching or restriction in study design, or for stratification, modeling, or weighting in study analysis.3-4 The various uses of propensity scores are described briefly below:

Propensity-Score Restriction: The population is restricted so that patients in the comparison groups have overlapping propensity score values, making the groups more comparable.

Propensity score matching: The propensity score is used to match patients in each comparison group to each other, and treatment effects are estimated using the matched comparisons. For example, patients in treatment group A with propensity scores between 0.6-0.7 can be matched to patients in treatment group B with propensity scores between 0.6-0.7. This matching process occurs across all ranges of the propensity score for the entire study population. Thus, comparisons will only be made between treatment A and treatment B patients that are similar to each other (have the same propensity score), increasing the validity of the treatment effect estimate.

Propensity score stratification: The propensity score is divided into categories, and data are examined within the categories of the propensity score. For example, a researcher may decide to divide the study population into three categories—those with low, mid-range, and high propensity scores. Examining the treatment effects within each category of the propensity score helps reduce confounding by those variables used to create the propensity score (eg, age, sex, race, etc).

Propensity score modeling: The propensity score is used as a covariate in a statistical model evaluating the relationship between the treatment and the outcome of interest. The researchers essentially treat the propensity score as they would any other independent variable in the model. This accounts for any potential confounding by the variables used to create the propensity score.

Propensity score weighting: The propensity score is used to reweight the exposed group, unexposed group, or both groups so that both groups have a similar propensity score distribution. This is often called inverse probability weighted estimation (IPW), and it ensures that the treatment groups are comparable.

Potential Issues
Several uses of the propensity score (eg, restriction, matching) restrict the study population. Restriction does not retain patients who do not have overlapping propensity scores; matching does not retain patients who cannot be matched. This exclusion of patients leads to a reduced study size and consequently reduced statistical power.

Further, while some uses allow simple, tabular comparison of patients in each comparison group after the propensity score is created, in more complex methodologies (eg, weighting, modeling) data cannot easily be broken down into tables to demonstrate that covariates are balanced between comparison groups. In simpler terms, these more complex methodologies make it difficult to visually represent how the comparison groups are similar following the use of the propensity score.

Strength
- Use of propensity scores allows adjustment for multiple observed confounders using a single summary measure.

Limitations
- Some uses of the propensity score can lead to reduced statistical power if all observations are not used in the analysis.
- Some uses of the propensity score do not allow for simple visual inspection of covariate balance following creation of the propensity score.
Selected Examples

Restriction

- Schneeweiss et al. *Arch Gen Psychiatry*. (2010). The authors assessed the relationship between use of different anti-depressants and risk for suicide attempts in a claims database. To enable analysis of comparable populations across various types of mental health disorders and medication classes, the authors created a propensity score. This score was developed using all potential confounders (eg, age, sex, comorbidities, medications, etc), and restricted the study population based on the overlap in the propensity scores to ensure that the treatment groups were comparable.

Matching

- Johannes et al. *Pharmacoepidemiol Drug Saf*. (2007). The authors assessed whether risk of coronary heart disease (CHD) differed between diabetic patients treated with thiazolidinediones and patients treated with combined oral metformin and sulfonylurea therapy. A propensity score was computed based on predetermined covariates (cardiac disease risk factors, indicators of underlying diabetes severity, etc). Patients in each comparison group were then matched on their propensity scores. The matching reduced the extent of confounding by the variables used to compute the propensity score.

Stratification

- Jaar et al. *Ann Intern Med*. (2005). The authors compared peritoneal dialysis versus hemodialysis, and risk of death. They found that patients receiving peritoneal dialysis had a better case-mix profile at baseline compared to patients receiving hemodialysis. A propensity score was calculated using baseline variables that were expected confounders (eg, age, sex, race, employment status, etc). The authors then stratified the population into three categories of the propensity score to reduce confounding by the variables used to compute the propensity score.

Modeling

- Applegate et al. *Catheter Cardiovasc Interv*. (2006). The authors assessed vascular closure devices (VCDs) versus manual compression, and the risk of vascular complications. The authors computed a propensity score based on potential confounders (eg, demographics, clinical presentation, body surface area, etc) and then included the propensity score as a variable in a regression model to reduce confounding by the variables used to compute the propensity score.

Weighting

- Scott et al. *Ann Surg Innov Res*. (2010). The authors assessed Video-Assisted Thoracic Surgical (VATS) lobectomy versus open lobectomy, and risk for perioperative outcomes (eg, mortality, complication rate, and length of stay). A propensity score was computed based on measured confounders (age, gender, preoperative FEV1, etc). The propensity score was used to conduct IPW, in order to reduce confounding by the variables used to compute the propensity score.
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5.5 Instrumental Variable Methods

Introduction
Instrumental variable (IV) methods are designed to allow for the accurate estimation of treatment effects in the presence of unmeasured confounding (where confounders are either unknown or not measured in the data being analyzed). This is done by finding a variable associated with the variation in treatment, and using it to achieve balance on unmeasured confounders across treatment groups.

An IV is a variable that is 1) related to treatment, and 2) neither directly nor indirectly related to the outcome of interest. For example, a study examining the effects of intensive therapy of AMI patients and mortality risk could use proximity to a tertiary care facility as an IV. Proximity to a tertiary care facility is strongly associated with whether a patient receives intensive therapy for AMI, and it can be reasonably assumed that proximity to a tertiary care facility is not directly or indirectly related to mortality.

Recommended Uses
IV methods are useful in situations where a significant amount of unmeasured confounding is suspected, and an IV that is strongly associated with treatment is available for use.

Potential Issues
For nonexperimental designs, the identification and evaluation of potential IVs can be very difficult. Investigators must use expert knowledge to justify that the IV is valid; there is no way to empirically assess whether the IV is directly or indirectly associated with the outcome. If the IV is not strongly associated with treatment, or is associated with the outcome, results may also be misleading.

IV methods are also inefficient, requiring a large sample size for precise treatment effect estimates. IV methods are used as a primary analytic method when investigators suspect a significant amount of unmeasured confounding. In other cases, IV methods are used as a secondary analysis.

Strength
- IV methods offer potential to significantly reduce bias due to unmeasured confounding.

Limitations
- The method is limited in practice by the availability of valid IVs (those that are strongly associated with the treatment and not directly or indirectly associated with the outcome).
- Treatment effect estimates will be biased if the IV is directly or indirectly associated with outcome (and this cannot be verified empirically).
- Biases are amplified if the association between the IV and treatment is weak.
- Traditional IV analyses do not account for patients who may switch or discontinue a treatment over time; in these situations, more complex analytic methods are required.
- Additional, unverifiable assumptions are required if treatment effect is heterogeneous.
- The IV method is less efficient than other adjustment methods (wider confidence intervals).

Selected Examples
- Brooks et al. Health Serv Res. (2003). The study examined breast conserving surgery plus irradiation (BCSI) versus mastectomy for average survival. The study used two IVs: BCSI percentage in the patient's area (grouped into lower and greater; if less than 20% of early stage breast cancer surgeries in the 50 mile radius around the patient's residence were BCSI, the classification was lower) and distance to a radiation treatment center (grouped into near and far; if the distance to a radiation treatment center in year of diagnosis was less than 19 miles away, the classification was near). These IVs were chosen because proximity to facilities that perform the treatments of interest is strongly associated with receiving the treatments of interest. It was also reasonably assumed that proximity to facilities was not directly or indirectly related to average survival.

- Schneeweiss et al. N Eng J Med. (2008). The study examined aprotinin, an injection used during complex surgery, to evaluate the use during coronary artery bypass graft (CABG) and the risk of death. The IV was surgeon “preference” for aprotinin. If a surgeon administered the drug to 90% or more of their patients they preferred aprotinin; if a surgeon administered the drug to 10% or fewer of their patients, they did not prefer aprotinin. The authors also looked at a 100% vs 0% split. (If a surgeon administered the drug to 100% of their patients they preferred aprotinin; if a surgeon administered the drug to 0% of their patients, they did not prefer aprotinin.) Surgeon preference was chosen as an IV because it is strongly associated with treatment choice. (As this was a nonexperimental study, treatment choice was at the discretion of the surgeon.) It was also reasonably assumed that surgeon preference for aprotinin was not directly or indirectly associated with risk of death.
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5.6 Sensitivity Analyses

Introduction
Sensitivity analyses assess the potential impact of unmeasured confounders on study results. Sensitivity analyses are the “last line of defense against biases after every effort has been made to eliminate, reduce, or control them in study design, data collection, and data analysis.” To examine the potential for unmeasured confounding, informed assumptions are made in order to quantify the effect of an unmeasured confounder on the treatment effect estimate.

Types of Sensitivity Analyses
There are multiple approaches to conducting a sensitivity analysis, each with its own limitations and application to nonexperimental studies. It is important to understand each model’s assumptions, carry out the calculations, and pay attention to interpretations of results. Spreadsheets and statistical packages often expedite the analysis and produce graphical illustrations that are useful for understanding the results.

Two widely used approaches to sensitivity analysis are the array approach and the rule-out approach. The array approach is used to understand how the strength of an unmeasured confounder (and its imbalance among treatment groups) affects the observed treatment-effect estimate. The end result is an array of different risk estimates over a wide range of parameter values. For example, if smoking prevalence in a population is unknown, it may be varied from 20%-90% of the population to observe the associated changes in the effect estimate.

The rule-out approach is used to assess the extent of confounding from a single variable that would be necessary to explain the observed treatment-effect estimate. Confounders that are not strong enough to eliminate the observed treatment effect can be ruled out.

Recommended Uses
Sensitivity analyses should be conducted in cases where unmeasured confounding is suspected, in order to determine the extent of the bias. While not covered in detail in this brief, sensitivity analyses may also be used to assess the sensitivity of study findings to changes in exposure and outcome definitions, and to other assumptions made during conduct of the study.

Potential Issues
While there are several quantitative approaches for assessing sensitivity of study results to potential unmeasured confounders, assessing whether an analysis is in fact insensitive to unmeasured confounding is still a matter of judgment.

Strength:
- Sensitivity analyses can assess the potential effect of unmeasured confounding on study results.

Limitation:
- Various approaches each have their own limitations. The rule-out approach is limited to one binary confounder and does not assess the magnitude of confounding; several additional approaches not described require extensive technical understanding and programming skills to conduct. Investigators must understand the limitations of each approach, and choose the appropriate analysis to conduct.

Selected Example
- Groenwold et al. Intern J of Epidemiol. (2010). The authors discuss different methods of sensitivity analysis and apply them to a clinical example of influenza vaccination and mortality risk. In one example, the authors simulate what happens to the treatment-effect estimate as several associations are varied: (1) the strength of the association of the unmeasured confounder and vaccination status; (2) the strength of the association of the unmeasured confounder and mortality risk; and (3) the prevalence of the confounder. The authors conclude that in order to eliminate the treatment effect (ie, to arrive at a conclusion of no estimated treatment effect) the prevalence of the confounder would need to be 20%-40%, and the relationship between the unmeasured confounder and vaccination and mortality would have to be very strong (an odds ratio [OR] of 3.0).
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5.7 External Information

Introduction
In nonexperimental studies, important information such as patient clinical characteristics in claims-based studies and lab data in questionnaire-based studies may not be available. For studies examining an outcome of thromboembolism, for example, both smoking status and obesity, risk factors for the outcome and potential confounders, may not be recorded in the data source. While simple sensitivity analyses (see section 5.6) can assess this potential unmeasured confounding, the approach treats each variable (either smoking or obesity) as independent variables. The combined effect of the unmeasured variables (both smoking status and obesity) is not considered. This can be a concern when it is anticipated that accounting for each covariate separately may yield a different result compared to accounting for the variables jointly. External information can be used to adjust for multiple unmeasured confounders and their joint effects.

There are two types of external information that can be used: data on individuals within the main study population (internal validation studies) or data on individuals outside of the main study population (external validation studies).

Internal Validation Studies
Internal validation studies use additional data obtained from a subset of the participants in the main study population. This additional sample can be a random subsample of the cohort, or a nonrandom sample selected based on information on exposure, outcome, or both. Nonrandom sampling is referred to as a "2-stage design" and requires analyses that take into account the sampling mechanism employed.

External Validation Studies
External validation studies use additional data collected outside of the main study population. External data are usually cross sectional survey data and not specific to a particular hypothesis. These data are often relatively inexpensive to acquire.

Recommended Uses
Internal and external validation studies are useful when an existing database does not contain important information on risk factors or potential confounders of interest. The use of external information allows the investigator to adjust for multiple unmeasured confounders, as well as to address potential joint confounding by unmeasured covariates (eg, the joint effect of smoking status and obesity in the example above).

Potential Issues
Different techniques must be employed in analyses depending on the availability of information, the type of validation study (eg, internal or external) and the sampling mechanism (eg, random or non-random) utilized. Methods such as multiple imputation, maximum likelihood and estimating equations, and propensity score calibration may be used, and require a detailed understanding of methodology and associated assumptions of each analytic technique in order to be applied correctly.

Strengths
- External information can be analyzed to allow adjustment for multiple unmeasured confounders.
- External validation studies may be used for multiple main studies because they are not specific to any particular research question.

Limitations
- Internal validation studies can be conducted only when it is feasible to collect additional information from patients in the data source.
- External validation studies often do not have the exact measures required or do not fully represent the main study population.

Selected Examples

Internal validation studies
- Eng, et al. *Pharmacoepidemiol Drug Saf*. (2008). The authors conducted a study of oral contraceptive use and risk for thromboembolism using an administrative claims database. Because certain thromboembolic risk factors (eg, smoking and obesity) that are also potential confounders were not readily available in the administrative claims database, a case cohort design was employed to assess residual confounding by unmeasured variables in the main study cohort. Patients were randomly sampled from the main study cohort to create the sub-cohort. Additional information from the sub-cohort was collected and used to impute missing values in the main cohort.
- Walker, et al. *Lancet*. (1981). The authors conducted a study of vasectomy and risk for non-fatal myocardial infarction in an HMO population. In the initial sample the incidence of non-fatal myocardial infarction was slightly lower in men without vasectomy, after controlling for birth year and length of observation. To adjust for cardiac risk factors that may confound these results, medical records were accessed for select members of the population. Nonrandom sampling identified a subset of the population with medical information.
External validation study

Stürmer, et al. *Am J Epidemiol.* (2005).³ The authors conducted a study of NSAID use and one-year mortality in the New Jersey Medicaid population. Initial estimation using a propensity score to adjust for measured confounders (age, race, sex, other diagnoses, medications, etc) indicated that NSAID use was associated with a decrease in short-term mortality in elderly hospital patients. However, the authors suspected that there were potentially other confounders biasing the treatment-effect estimate. Data from the Medicare Current Beneficiary Survey (MCBS), an ambulatory survey, were used to collect data on unmeasured confounders (eg, smoking, body mass index, education, income, etc) among a population with similar age and sex distribution as in the original study. Effect estimates in the main study were then adjusted using statistical techniques, and there was no longer an association observed between NSAID use and one-year mortality.
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<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Applicability</td>
<td>See “external validity.”</td>
</tr>
<tr>
<td>Association</td>
<td>A relationship between two variables, such that as one changes, the other changes in a predictable way. A positive association occurs when one variable increases as another one increases. A negative association occurs when one variable increases as the other variable decreases. Association does not imply causation. Also called correlation.</td>
</tr>
<tr>
<td>Bias</td>
<td>A systematic error in study design that results in a distorted assessment of the intervention’s impact on the measured outcomes. In clinical trials, the main types of bias arise from systematic differences in study groups that are compared (selection bias), exposure to factors apart from the intervention of interest (performance bias), participant withdrawal or exclusion (attrition bias), or assessment of outcomes (detection bias). Reviews of studies may also be particularly affected by reporting bias, where a biased subset of all the relevant data is available.</td>
</tr>
<tr>
<td>Blinding</td>
<td>A randomized trial is “blind” if the participant is unaware of which arm of the trial he is in. Double blind means that both participants and investigators do not know which treatment the participants receive.</td>
</tr>
<tr>
<td>Case-control study</td>
<td>A nonexperimental study that compares individuals with a specific disease or outcome of interest (cases) to individuals from the same population without that disease or outcome (controls) and seeks to find associations between the outcome and prior exposure to particular risk factors. This design is particularly useful where the outcome is rare and past exposure can be reliably measured. Case-control studies can be retrospective or prospective.</td>
</tr>
<tr>
<td>Causality</td>
<td>An association between two characteristics that is demonstrated to be due to cause and effect (ie, a change in one causes change in the other).</td>
</tr>
<tr>
<td>Causation</td>
<td>See “causality.”</td>
</tr>
<tr>
<td>Cohort study</td>
<td>A nonexperimental study with a defined group of participants (the cohort) that is followed over time. Outcomes are compared between subsets of this cohort who were exposed or not exposed (or exposed at different levels) to a particular intervention or other factors of interest. Cohort studies can either be retrospective or prospective.</td>
</tr>
<tr>
<td>Comorbidity</td>
<td>A medical condition that exists simultaneously with another medical condition.</td>
</tr>
<tr>
<td>Comparative Effectiveness...</td>
<td>The generation and synthesis of evidence that compares the benefits and harms of alternative methods to prevent, diagnose, treat, and monitor a clinical condition or to improve the delivery of care. The purpose of CER is to assist consumers, clinicians, purchasers, and policy makers to make informed decisions that will improve health care at both the individual and population levels.</td>
</tr>
<tr>
<td>Comparison group</td>
<td>See “control group.”</td>
</tr>
<tr>
<td>Confidence interval</td>
<td>A range of values for a variable of interest, eg, a rate, constructed so that this range has a specified probability of including the true value of the variable. The specified probability is called the confidence level, and the end points of the confidence interval are called the confidence limits.</td>
</tr>
<tr>
<td>Confounder</td>
<td>See “confounding variable.”</td>
</tr>
<tr>
<td>Confounding by indication</td>
<td>Occurs when the underlying diagnosis or other clinical features that trigger the use of certain treatment are also related to patient outcome.</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-------------------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Confounding variable</td>
<td>A variable (or characteristic) more likely to be present in one group of participants than another that is related to the outcome of interest and may potentially confuse (confound) the results. For example, if individuals in the experimental group of a controlled trial are younger than those in the control group, it will be difficult to determine whether a lower risk of death in one group is due to the intervention or the difference in ages (age is the confounding variable). Confounding is a major concern in non-randomized studies. Also called confounder.</td>
</tr>
<tr>
<td>Control group</td>
<td>Participants in the control arm of a study.</td>
</tr>
<tr>
<td>Correlation</td>
<td>See “association.”</td>
</tr>
<tr>
<td>Covariate</td>
<td>An independent variable not manipulated by the study that affects the response.</td>
</tr>
<tr>
<td>Cox proportional hazard model</td>
<td>A statistical model which is used to analyze survival data.</td>
</tr>
<tr>
<td>Effect modification</td>
<td>A situation in which the measure of effect is different across values of another variable (eg, the measure of effect is different across race, age, etc.).</td>
</tr>
<tr>
<td>Efficacy</td>
<td>(Of a drug or treatment). The maximum ability of a drug or treatment to produce a result regardless of dosage. A drug passes efficacy trials if it is effective at the dose tested and against the illness for which it is prescribed.</td>
</tr>
<tr>
<td>Endpoint</td>
<td>See “outcome.”</td>
</tr>
<tr>
<td>Experimental study</td>
<td>A study in which the investigators actively intervene to test a hypothesis. It is called a trial or clinical trial when human participants are involved.</td>
</tr>
<tr>
<td>Explanatory trials</td>
<td>A controlled trial that seeks to measure the benefits of an intervention in an ideal setting (efficacy) by testing a causal research hypotheses. Trials of healthcare interventions are often described as either explanatory or pragmatic. See also “pragmatic trial.”</td>
</tr>
<tr>
<td>External validity</td>
<td>The extent to which results provide a correct basis for generalizations to other populations or settings. Also called generalizability, applicability. See also “applicability.”</td>
</tr>
<tr>
<td>Generalizability</td>
<td>See “external validity.”</td>
</tr>
<tr>
<td>Homogeneous</td>
<td>Having similarity of participants, interventions, and measurement of outcomes across a set of studies.</td>
</tr>
<tr>
<td>Hypothesis testing</td>
<td>An objective framework to determine the probability that a hypothesis is true.</td>
</tr>
<tr>
<td>Incidence</td>
<td>The number of new cases of an event that develop within a given time period in a defined population at risk, expressed as a proportion.</td>
</tr>
<tr>
<td>Incidence rate</td>
<td>A measure of the frequency with which an event, such as a new case of illness, occurs in a population over a period of time. The denominator is the population at risk; the numerator is the number of new cases occurring during a given time period.</td>
</tr>
<tr>
<td>Internal validity</td>
<td>The extent that the design and conduct of a study are likely to have prevented bias. More rigorously designed (better quality) trials are more likely to yield results that are closer to the truth. See “bias.”</td>
</tr>
<tr>
<td>Intra-class correlation coefficient (ICC)</td>
<td>Used to assess correlation between classes of data (eg, inter-rater reliability).</td>
</tr>
<tr>
<td>Logistic regression</td>
<td>A statistical technique that predicts the probability of a dichotomous dependent variable (eg, dead or alive) using, typically, a combination of continuous and categorical independent variables.</td>
</tr>
<tr>
<td>Masked</td>
<td>See “blinding.”</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Matching</td>
<td>When individual cases are “matched” with controls that have similar confounding factors (age, sex, BMI, etc) to reduce the effect of the confounding factors on the association being investigated.</td>
</tr>
<tr>
<td>Multiple imputation</td>
<td>A method to predict and fill in the missing values of a study based on the observed data and the missing-data pattern.</td>
</tr>
<tr>
<td>Multivariate analysis</td>
<td>Involves the construction of a mathematical model that describes the association between the exposure, disease, and confounders.</td>
</tr>
<tr>
<td>Nested case-control study</td>
<td>A study where cases and controls are selected from patients in a cohort study (a case-control study “nested” within a cohort study).</td>
</tr>
<tr>
<td>New-user design</td>
<td>A type of study that restricts the analysis to persons under observation at the start of the current course of treatment.</td>
</tr>
<tr>
<td>Nonexperimental study design</td>
<td>A study in which investigators observe the course of events and do not assign participants to the intervention. Also called an observational study.</td>
</tr>
<tr>
<td>Observational study</td>
<td>See “Nonexperimental study design.”</td>
</tr>
<tr>
<td>Outcome</td>
<td>The result of an experimental study that is used to assess the efficacy of an intervention. Also called endpoint.</td>
</tr>
<tr>
<td>Patient registry</td>
<td>An organized system that uses nonexperimental study methods to collect uniform data (clinical or other) to evaluate specified outcomes for a population defined by a particular disease, condition, or exposure, and that serves one or more predetermined scientific, clinical, or policy purposes.</td>
</tr>
<tr>
<td>Pharmacoepidemiology</td>
<td>Study of the use, effects, and outcomes of drug treatment from an epidemiological (population) perspective.</td>
</tr>
<tr>
<td>Placebo</td>
<td>A placebo is an inactive drug, therapy or procedure that has no treatment value. In clinical trials, experimental treatments are often compared with placebos to assess the treatment's effectiveness.</td>
</tr>
<tr>
<td>Power</td>
<td>The probability of rejecting the null hypothesis when a specific alternative hypothesis is true. The power of a hypothesis test is one minus the probability of Type II error. In clinical trials, power is the probability that a trial will detect an intervention effect of a specified size that is statistically significant. Studies with a given number of participants have more power to detect large effects than small effects. In general, power is set at 80% or greater when calculating sample size. Also called statistical power.</td>
</tr>
<tr>
<td>Precision</td>
<td>In statistics, precision is the degree of certainty surrounding an effect estimate for a given outcome. The greater the precision, the less the measurement error. Confidence intervals around the estimate of effect are one way of expressing precision, with a narrower confidence interval defining a higher precision.</td>
</tr>
<tr>
<td>Prevalence</td>
<td>The proportion of a population that is affected by a given disease or condition at a specified point in time. It is not truly a rate, although it is often incorrectly called prevalence rate.</td>
</tr>
<tr>
<td>Probability</td>
<td>The probability (likelihood) of an event is the relative frequency of the event over an infinite number of trials.</td>
</tr>
<tr>
<td>Prospective study</td>
<td>A study in which exposures are measured by the investigator before the outcome events occur.</td>
</tr>
<tr>
<td>P-value</td>
<td>The probability (ranging from zero to one) that the results observed in a study (or more extreme results) could have occurred by chance.</td>
</tr>
<tr>
<td><strong>Term</strong></td>
<td><strong>Definition</strong></td>
</tr>
<tr>
<td>----------------------------------</td>
<td>------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Quasi-experimental</td>
<td>A study that is similar to a true experiment except that it lacks random assignment of participants to treatment and control groups. A quasi-experimental design may be used to reveal a causal relationship in situations where the researcher is unable to control all factors that might affect the outcome. Because full experimental control is lacking, the researcher must thoroughly consider threats to validity and uncontrolled variables that may account for the results.</td>
</tr>
<tr>
<td>Randomization</td>
<td>The process of randomly assigning participants to one of the arms of a controlled trial. Ensures that participants have an equal and independent chance of being in each arm of the study. There are two components to randomization: generation of a random sequence and its implementation, ideally in such a way that those enrolling participants into the study are not aware of the sequence (concealment of allocation).</td>
</tr>
<tr>
<td>Randomized controlled trial (RCT)</td>
<td>An experimental study (controlled trial) in which participants are randomly assigned to treatment groups (experimental and control groups).</td>
</tr>
<tr>
<td>Regression analysis</td>
<td>A statistical modeling technique used to estimate or predict the influence of one or more independent variables on a dependent variable.</td>
</tr>
<tr>
<td>Residual confounding</td>
<td>Confounding by unmeasured variables in a study.</td>
</tr>
<tr>
<td>Restriction</td>
<td>Limiting of cohort entry to individuals with a certain range of values for a confounding factor (eg, age, race, etc) to reduce the effect of the confounding factor.</td>
</tr>
<tr>
<td>Retrospective study</td>
<td>A study in which exposures are measured by the investigator after the outcome events have occurred.</td>
</tr>
<tr>
<td>Standard error</td>
<td>The standard deviation of a theoretical distribution of sample means about the true population mean.</td>
</tr>
<tr>
<td>Structural equation modeling</td>
<td>Structural equation modeling includes a broad range of multivariate analysis methods aimed at finding interrelations among the variables in linear models by examining variances and covariances of the variables.</td>
</tr>
<tr>
<td>T-test</td>
<td>A statistical examination of two population means. A two-sample t-test examines whether two samples are different and is commonly used when the variances of two normal distributions are unknown and when an experiment uses a small sample size.</td>
</tr>
<tr>
<td>Type I error</td>
<td>The error that results if a true null hypothesis is rejected or if a difference is concluded when no difference exists. Also called alpha error, false alarm and false positive.</td>
</tr>
<tr>
<td>Type II error</td>
<td>The error that results if a false null hypothesis is not rejected or if a difference is not detected when a difference exists. Also called beta error, missed opportunity, and false negative.</td>
</tr>
<tr>
<td>Variance</td>
<td>A measure of the dispersion shown by a set of observations, defined by the sum of the squares of deviations from the mean, divided by the number of degrees of freedom in the set of observations.</td>
</tr>
</tbody>
</table>
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